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Servus,
we are Gini!
Our Vision

Some Facts

Strong, value-based culture, leader in 
new work & agile organizations

Technology-fascinated & customer 
oriented

Market leader in data extraction from 
documents

~40 Ginis

Improving everyone’s life by automating 
unpleasant tasks.

2011 founded Munich-based Fintech



Our secret sauce - high quality extraction of documents

Unstructured Data

Analysis of documents & photos Products with added value

Structured Information

With the help of AI, Gini automates time consuming & annoying tasks

• Detection of all relevant information in real-time
• Reliable extraction & interpretation
• Digitizing & automating workflows 



NLP & AI @ Gini

AI @ Gini

● Product Teams (Academies)
○ Autonomous and cross-functional
○ Adjustments for use cases
○ Catering to partner’s needs

● AI Lab
○ Research & Development
○ Generic approaches

= teaching machines skills for processing documents and extract information

● Annotation Team

● Exchange across those teams
○ Computer Vision and Information Extraction (CVIE) weekly
○ Reading Group



NLP & AI @ Gini

● Preprocessing Steps

● Orientation detection
correct rotation of documents

● Rectification
rectify documents with aspect distortion

● Region detection
e.g. remittance slips

● OCR



NLP & AI @ Gini

● Information Extraction

● Rule Based
○ Keywords
○ Regular Expressions
○ Position on Document

● ML
○ “traditional” ML
○ Recurrent Neural Nets (NER)
○ Combination of Computer Vision and NLP

What I’m going to talk about today



Gini’s new Information Extraction Model

Example document OCR Output / Structured Text



Gini’s new Information Extraction Model

Example document Annotation / Ground Truth



Gini’s new Information Extraction Model

Example document Raw Text



Gini’s new Information Extraction Model

previous model

● Task: for each word, predict it’s class
(multilabel classification)

1            1       0 0                 0  00 0        0            2       2      0                       0   0

0: no class
1: senderName
2: recipientName
3: ...



Gini’s new Information Extraction Model

● Bidirectional LSTM on character level
○ Word representations also for 

unknown words
● Additional word embeddings

○ pre-trained on lots of unlabeled data
● Positional features

○ model 2d structure of documents
● Bidirectional LSTM on top of concatenation 

of those features
● CRF layer



Gini’s new Information Extraction Model

● Three different tasks:
○ Box classification

○ Semantic segmentation
○ Box regression

new model:



Gini’s new Information Extraction Model

Input representation: introducing the “character pixel”



Gini’s new Information Extraction Model

Input representation



Gini’s new Information Extraction Model

● Convolutional backbone
○ Currently U-Net

● Different heads for the tasks:
○ Box classification head

■ ROI Pooling
■ 2d positional encodings
■ Multi-Head-Attention
■ Linear classifier

○ Box regression head
■ Convolutional layers
■ Predicting offsets of given 

anchor boxes
■ Non-maximum suppression

○ Semantic segmentation head
■ Convolutional layers



Gini’s new Information Extraction Model

● ROI Pooling

source: https://deepsense.ai/region-of-interest-pooling-explained/

https://deepsense.ai/region-of-interest-pooling-explained/


Gini’s new Information Extraction Model

● 2d positional encodings

source: https://www.slideshare.net/xavigiro/attention-is-all-you-need-upc-reading-group-2018-by-santi-pascual

https://www.slideshare.net/xavigiro/attention-is-all-you-need-upc-reading-group-2018-by-santi-pascual


Gini’s new Information Extraction Model

● Multi-Head Attention

source: Vaswani, Ashish, et al. "Attention is all you need."

https://arxiv.org/pdf/1706.03762.pdf


Gini’s new Information Extraction Model

● Predicting offsets for anchor boxes

source: Redmon, Joseph, and Ali Farhadi. "YOLO9000: better, faster, stronger."

https://arxiv.org/pdf/1612.08242.pdf


Gini’s new Information Extraction Model

● Non-maximum suppression (NMS)

source: https://deepsense.ai/region-of-interest-pooling-explained/

https://deepsense.ai/region-of-interest-pooling-explained/


Learn more

Thank you for your attention!

Questions?



Learn more

read our handbook

check out our channels

or reach out to Julia: julia@gini.net

https://twitter.com/gini
https://blog.gini.net/
https://www.facebook.com/gini/
https://de.linkedin.com/company/gini-gmbh
https://www.instagram.com/the_gini_way/
https://www.kununu.com/de/gini1
https://github.com/gini
https://www.youtube.com/user/smarchive
http://handbook.gini.net
http://handbook.gini.net
mailto:julia@gini.net

