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The Power of Numbers
The world’s largest guest feedback database

800,000,000+ Reviews

23,000,000+ Surveys

725,000+ Hotels

95,000+ Active Users

43,000+ Hotel Clients

200+ Sources

20+ Analyzed Languages
22
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Offices:

Munich - Madrid - Cluj - San Diego - Singapore - Tokyo

A Global Team of 

180+ 
Feedback Experts

3

#


4

TrustYou - Guest Feedback Provider
We power reviews for these industry giants
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Review analytics platform for hotels
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Dashboard overview of the analysis
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We classify results into ~170 aspects
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Everything can be inspected
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Every review is analyzed
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Review analysis supports 23 languages 
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Meta-Review pipeline

Reviews
Opinions
Meta-Data

Aggregation
Comparison
Classification

Summaries 
per hotel
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Semantic Analysis at TrustYou

● Aspect Based Sentiment Analysis

● Automated Summarization

● Chatbots
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Aspect Based Sentiment Analysis

1. Recognize the sentiment span

2. Assign sentiment

3. Classify
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Recognizing the sentiment span

“good tea and coffee not free”

 good tea and coffee

           tea and coffee not free

 good tea and coffee not

 good tea 

                          coffee not free
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Approaches to recognizing the sentiment span

1. Context-free grammars

2. Dependency tree rules

3. Neural: BERT, T5 etc
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Context-free grammars are still widely used

“A very nice hotel!”
● Step 1: Language Detection

○ English
● Step 2: Tokenization

○ A | very | nice | hotel | !
● Step 3: Sentence segmentation

○ [ A | very | nice | hotel | ! ]
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Context-free grammars are still widely used

'Obj' -> “hotel” | “room”
'Attr' -> “nice” | “clean” | “good”
'Ampl' -> “very”

Match -> AttrPhrase ObjPhrase 
ObjPhrase -> 'Obj'
AttrPhrase -> 'Attr' | 'Ampl' 'Attr'
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Context-free grammars are still widely used

A very nice hotel !

- Ampl Attr Obj -

             AttrPhrase        

             Match

ObjPhrase
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Dependency Parsing require less taxonomy work

“Hotel was good and not expensive”

                                 was (AUX)

Hotel (NOUN)                                   good (ADJ)

                                 and (CCONJ)

                                 expensive (ADJ)

                                 not (PART) 

nsubj
acomp

cc

conj

neg



Neural span extraction with Snippext
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Various NLP challenges

● Problems with low-resource languages

● Spelling correction

● Complex grammar

● Irony

● Word Sense Disambiguation

● Coreference Resolution
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Challenges with the low-resource languages

● The hotel was very nice

● ホテルはとても素敵でした

● 这家酒店非常好

● โรงแรมเปนสิ่งที่ดีมาก



Thesis by Suteera Seeha from CIS for Thai tokenization



Achieved SOTA on Thai Tokenization
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General NLP Tech Stack at TrustYou
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Q&A with the team
Contact us if you have more questions or want to write a Thesis 

with us in the future:

ivan.bilan@trustyou.com

johannes.huber@trustyou.com 

Follow us on Medium: https://medium.com/trustyou-engineering

mailto:ivan.bilan@trustyou.com
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